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Why study parsing?

Different ways to represent a context-free parse
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Relation between different representations Grammars and ambiguity
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- The parse tree and the bracket representation is equivalent
- parse trees are easier to read by humans
brackets are easier for computers
brackets are the typical epresentation for trecbanks
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Ambiguity can be removed from a grammar
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Natural languages are ambiguous

Top-down parsing
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From demonstration to parsing

« There may be multiple productions applicable
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+ We have two actions:
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Top-down parsing; another demonstration Top-down parsing: problems and possible solutions
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Bottom-up parsing

Bottom-up: demonstration
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A (first) introduction to shift-reduce parsing Shift-reduce (bottom-up) parsing a demonstration
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Summary
« Parsing can be formulated as a top-down or bottom-up search (the search
may also be depth-firstor breadith first)
+ Naive (exponential
o it
« Suggested reading (for constituency parsing): Jurafsky and Martin (2009,
draft 3rd ed, chapters 12 & 13)
«+ A general reference for parsing: Grune and Jacobs (2007)
Next
+ Bottom-up chart parsing: CKY algorithm
+ Suggested reading: Jurafsky and Martin (2009, draft 3rd ed, section 13.2)







	Introduction to Parsing
	Introduction
	What is parsing?
	Ingredients of a parser
	Grammars
	Why study parsing?

	Representation
	Different ways to represent a context-free parse
	Relation between different representations

	Ambiguity
	Grammars and ambiguity
	Grammars and ambiguity
	Ambiguity can be removed from a grammar
	Natural languages are ambiguous

	Top-down parsing
	Top-down parsing
	Top-down: demonstration
	From demonstration to parsing
	Top-down parsing: another demonstration
	Top-down parsing: problems and possible solutions

	Bottom-up parsing
	Bottom-up parsing
	Bottom-up: demonstration
	A (first) introduction to shift-reduce parsing
	Shift-reduce (bottom-up) parsing a demonstration

	
	Summary


	Appendix

